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Abstract

Many web users are faced with the problem of selecting which books to read
and movies to watch. Traditionally, we ask our trusted friends for recommenda-
tions, but algorithmic recommendation models make those choices even easier,
saving us time and effort by steering us towards media we are more likely to en-
joy. The downside to most algorithmic recommendations is that, for some people,
part of the appeal of reading or consuming other media is in creating shared ex-
periences with friends. In this work, we aim to bridge this gap. We present a
model that incorporates social network information into recommendation models,
reintroducing the social aspect to recommendation and having the potential to im-
prove overall recommendations. Further, our model discovers the latent trust that
exists between users in a network and allows us to consider which users are more
trustworthy than others, providing us insight into the social network’s dynamics.

1 Introduction

Recommendation systems are based on collaborative filtering, algorithms that harnessing recurring
patterns of consumption across users and items. In particular, matrix factorization for collaborative
filtering has provided a scalable and extensible solution to the recommendation problem [3].

Matrix factorization operates on data about which users purchased (or clicked or viewed) which
items. These data hide usage patterns that can be uncovered by the algorithms and exploited to
predict future purchases.

Many modern sources of user purchase data, however, also contain a social network. We will in-
corporate this network into algorithmic recommendation, positing that knowing the items that our
trusted friends have purchased can improve traditional recommendation systems. With the latent
patterns as a seed, our model asserts that a user is more likely to enjoy things enjoyed by her trusted
friends. We note that the idea of “trust” is learned in our model—each user may trust some friends
more than others.

There is previous work on incorporating social networks into recommendation. Yang, et al. [7]
outline several matrix factorization and nearest neighbor approaches, though most of the methods
require that the trust between users is known in advance. Of the matrix factorization approaches
(which our approach builds on), only SoRec [6] does not require trust already present as weights on
network connections. SoRec factorizes two matrices at once: the user-item matrix and the user-user



social network, tying an individual’s preferences for items to their preferences for friends. While
this is an interesting approach, it does not directly address the idea of friends influencing purchases.

In this work, we studied a data set from Goodread a website that combines the ratings of books
with social network information. With this website, a user can rate and review books, maintain lists
of books called “bookshelves,” and befriend other users. Books in a users list can be rated using a
five-star system, or remain unrated since one of the default bookshelves is books fo read. We fit our
model using data that contains 964,234 ratings with 1 to 5 stars. This set contains ratings of over
208,319 items by 14,468 users; there are 31,499 network connections among those users.

In the following, we describe our model, algorithm, and report on a preliminary study of our data.

2 Poisson Trust Factorization
%

Figure 1: A directed graphical model of Poisson trust factorization.

Our model extends Poisson matrix factorization [2| [1]], which replaces the traditional Gaussian ap-
proximation of ratings with a Poisson. In addition to latent user and item embeddings, our model
discovers the trust between connected users, and this trust is then incorporated into the generative
process of the ratings. The intuition behind this model is that there are multiple explanations for a
positive rating. Some ratings can be explained from the user’s latent preferences, and some can be
explained by a the user’s friends enjoying the book. We call our model Poisson trust factorization
(PTF). Figure [2| shows the graphical model

We now describe the generative process behind PTF. First, user preferences come from a Gamma
distribution:
0., ~ Gamma(a, b) (D

(Recall that the Gamma is an exponential family distribution on positive scalars.) Item characteris-
tics also come from a Gamma:

Bi ~ Gamma(c, d) (2)
For each set of connected users, the trust variable is generated in a similar way:
Tuv ™~ Gamma(fv g) (3)

Note this is a directed relationship. User v might trust user v, but not vice-versa.

Finally, ratings come from a combination of base matrix factorization and a trust component:

Twi ~ Poisson 0;'— B + E TuvTvi 4)
vEN (u,i)

In inference, it will be useful to employ auxiliary latent variables r,; = En Zuin Where n =
MF MF  trust trust.
{nl y R 7n17"us’_“7n‘}“us }

MF :
Zyi, ~ Poisson(Our Bix) (5)
21Ut Poisson Ty vi ) (6)
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3 Posterior Inference

We have defined a model of trust and factors. In inference, we condition on a social network and
ratings data to approximate the conditional distribution of the factors and user trusts.

To handle large data sets, we developed a variational inference algorithm to approximate the poste-
rior [4}2]. Our derivation is based on the complete conditionals, i.e., the conditional distribution of
each latent variable given the other latent variables and observations [3]]. With the auxillary variables,
we can derive the complete conditionals of PTF. For the Gamma variables (user representation, item
representation, and trust), they are:

euk | ﬂaTazvmvr ~ Gamma (a + Zzuika b+ Zﬁzk) (7)

Bik | G,T,Z7m,7’ ~ Gamma <C+ Zzuiky d+ Zeuk> (8)
u u

Tuv | 9, /Ba Z,m,r ~ Gamma f + Z Zuiv, 9+ Z Tvi &)
1€D(u,v) 1€D(v)

For the auxillary variables, the complete conditional is
Zui | 07 /67 T, m,r ~ Mult (Tuiv ¢) (10)

where
¢ < (Ou1Bir, - Ouk Birc, TuiT1is s Tuv Vi) (1D

We embed these distributions into a coordinate ascent variational inference algorithm by first set-
ting up a mean-field variational distribution with exponential family factors in the same families as
above and then iteratively optimizing these factors to the expected natural parameter of the complete
conditional. This algorithm goes uphill in the KL divergence between the variational distribution
and the posterior.

4 Results

We fit our model to 1M ratings from Goodreads and achieved the average user precision values
shown in Table[I] We find that our model outperforms both the trust model if matrix factorization is
excluded, as well as baseline matrix factorization.

Table 1: Average per-user precision on held out data.

threshold | 1 25 100

trust only 1.85% 1.03% 0.56%
MF100 only 847% 2.85% 1.39%
trust + MF100 | 8.81% 2.90% 1.42%

In addition to looking at precision, we can inspect individual predictions to better understand the re-
lationships between users; looking at books in common and fitted trust parameters can shed insight
on the explanations behind recommendations, which can lead to a more interpretable recommenda-
tion.

5 Discussion and Future Work

While the precision performance of our model only beats baseline matrix factorization by a small
amount, it is our hope that this model improves interpretability and greater personalization for in-
dividuals. Recommendations are able to be explained as coming from a friend’s rating, which can
lead to improved interfaces.



There are many directions for future work. Users studies can be done to validate the interpretability
of the results; this can provide insight into the areas in which the model performs well or poorly, and
provides a metric of success in addition to precision. It is also important to study the impact of im-
proved recommendation explanations as well as the differences in the recommendations themselves.

Further, the ratings model of Equaton [] implicitly weights the factor side by the number of com-
ponents and the trust side by the number of connections. We suspect that learning this relative
weighting will give further improvements.

The model can also be extended to include hierarchical and topical trust—trust can be explained as
a function of the user’s credulity and the friend’s credibility, and this can be modeled across the K
latent topics or dimensions discovered by matrix factorization.
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