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1. Introduction
• Definition
• Application

2.Comparing
• Similarity measure
• Dimensionality reduction

Supervised metric learning algorithms
• LDA
• MMDA
• ITML
• RCA
• NCA

Overview
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A Distance Metric if it satisfies the following four 
properties:

    – Nonnegativity: D(x, y) ≥ 0
    – Coincidence: D(x, y) = 0 if and only if x = y
    – Symmetry: D(x, y) = D(y, x)
    – Subadditivity: D(x, y) + D(y, z) ≥ D(x, z)

What is metric learning

Where D : X × X → R and X represents a set of data points
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Two important distance metric:
1. Euclidean distance, which measures the distance between 

x and y by
          

What is metric learning

2. Mahalanobis distance, which measures the distance 
between x and y by

where S is the inverse of the data covariance matrix



DM
LESS IS MORE Data Mining Lab

数据挖掘实验室What is metric learning

Generalized  Mahalanobis distance

where M is some arbitrary Symmetric Positive Semi-Definite 
(SPSD) matrix.

We can decompose M as M = UΛU’ and let W = UΛ^1/2

       where x = Wx
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Distance Metric Learning:

The problem of learning a mapping function f (projection matrix 
W), such that f (x) and f (y) will be in the Euclidean space and 
D(x, y) = ‖f (x) − f (y)‖, where ‖·‖  is the l2  norm.
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Clustering
• Similarity measure in K-means

Classification
• KNN

Image retrieval

Application



DM
LESS IS MORE Data Mining Lab

数据挖掘实验室

Similarity measure
 -- similarity measures are in some sense the inverse   

of distance measure

 Dimensionality reduction
   -- most of the existing metric learning approaches                     

can be viewed as a standard Euclidean distance in some 
embedding space.

Comparing
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Local Global

NCA Goldberger et al. (2004),
ANMM Wang and Zhang (2007),
LMNN Weinberger et al. (2005)

LDA Fukunaga (1990), 
LSI Xing etal. (2002), 
ITML Davis et al.(2007), 
MMDA Kocsor et al.(2004), 
RCA Shental et al. (2002)
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The goal of LDA is to find a W which can be obtained by 
solving the following optimization problem

LDA defines the compactness matrix and scatterness 
matrix as
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The goal of LDA is to find a W which can be obtained by 
solving the following optimization problem

The learned distance between xi and xj is the Euclidean
distance between Wxi and Wxj, and the computational 
technique involved is eigenvalue decomposition.
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Motivation:
Intuitively what MMDA does is to find k orthogonal 
projection hyperplanes such that on each projection 
direction the two data clusters are separated as well as 
possible,where W = [w1,w2, · · · ,wk ].

Imagine k 
orthogonal 

hyperolanes using 
soft SVM



DM
LESS IS MORE Data Mining Lab

数据挖掘实验室Margin maximizing discriminant analysis

The goal of MMDA is to find a W which can be obtained by 
solving the following optimization problem

The learned distance between xi and xj is the Euclidean
distance between Wxi and Wxj, and the computational 
technique involved is eigenvalue decomposition and 
quadratic programming.
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Assumption
• 1.Distance between point pairs in must-link set is less 

than u
• 2.Distance between point pairs in cannot-link set is 

larger than l
• 3.There exists priori metric matrix M0 (if sample set 

satisfies Gaussian distribution,using covariance matrix 
parameterize M0).

Information theoretic metric learning
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ITML solves the following optimization problem

The learned distance metric is the Mahalanobis distance 
with precision matrix M.
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If M’s and M0’s distribution have the same mean value

ITML solves the following optimization problem 

Information theoretic metric learning
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ITML solves the following optimization problem

Using an efficient Bregman projection approach to solve 
problem 




