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• Gaussian Network Models

– Properties of Multivariate Gaussians 

1. Operations of Gaussians (i.e. marginalization, 
conditioning)

2. Independencies in Gaussians

– Gaussian Bayesian Networks

– Gaussian Markov Random Fields

Ch.7 Outline:
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• Multivariate Gaussians

• Information matrix and information form

Let , thus

and

Multivariate Gaussians :

, where Σ is the determinant of Σ which should be positive definite.

Information matrix

Information form

Potential vector
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数据挖掘实验室Properties of Gaussians – operations :

• A little trick -- ‘Completing the square’
-- A Gaussian distribution is totally determined by its 𝝁& 𝛴, i.e. the quadratic form

(1)

(2)

For example

Let  x  ~

Consider :
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• Operation – conditioning & marginalization :
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• The relationship between variables
 Determined by covariance matrix .

Properties of Gaussians – Independencies:

𝑇ℎ𝑒𝑜𝑟𝑒𝑚 7.3 (𝑤𝑖𝑡ℎ𝑜𝑢𝑡 𝑝𝑟𝑜𝑜𝑓): Let 𝑿 = 𝑋1, … , 𝑋𝑛have

a joint normal distribution 𝑁 (𝝁; Σ). Then 𝑿𝒊 and 𝑿𝒋 are 

independent if and only if 𝜮𝒊𝒋 = 𝟎.
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• The relationship between Gaussians and graph 
structures 
 Independence structure in the distribution is 

apparent in the information matrix.

𝑇ℎ𝑒𝑜𝑟𝑒𝑚 7.3 (𝑤𝑖𝑡ℎ𝑜𝑢𝑡 𝑝𝑟𝑜𝑜𝑓): 𝐶𝑜𝑛𝑠𝑖𝑑𝑒𝑟 𝑎 𝐺𝑎𝑢𝑠𝑠𝑖𝑎𝑛 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝑝 𝑋1, . . . , 𝑋𝑛
= 𝑁 𝝁; Σ , 𝑎𝑛𝑑 𝑙𝑒𝑡 𝐽 = Σ−1 𝑏𝑒 𝑡ℎ𝑒 𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛 𝑚𝑎𝑡𝑟𝑖𝑥. 𝑇ℎ𝑒𝑛 𝐽𝑖,𝑗
= 0 𝑖𝑓 𝑎𝑛𝑑 𝑜𝑛𝑙𝑦 𝑖𝑓 𝑝 | = (𝑋𝑖 ⊥ 𝑋𝑗| 𝑋 − {𝑋𝑖, 𝑋𝑗}).

Information matrix A minimal I-map Markov network for 𝑝

Indicating Pairwise Markov independencies

defines

Properties of Gaussians – Independencies:
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• Conditional -> Joint:

• Joint -> Conditional (the same as above)
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• Gaussian distribution -> Pairwise Markov networks:
 Note that the Pairwise Markov independencies are indicated 

by the information matrix of a Gaussian distribution.

• Node potentials are derived from ℎ and 𝐽𝑖𝑖;
• Edge potentials are derived from the off-diagonal entries of 

the information matrix.

By breaking up the expression in the exponent into two types of terms: 
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• Pairwise Markov networks (Gaussian Markov 
networks ) -> Gaussian distribution :

Consider any pairwise Markov network with quadratic node and

edge potentials.

There is no simple way to check whether the MRF is valid!

But we do have some simpler sufficient conditions (see p255, 256).

𝐽 𝑠ℎ𝑜𝑢𝑙𝑑 𝑏𝑒 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 𝑑𝑒𝑓𝑖𝑛𝑡𝑒 !
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• The Exponential Family

– Exponential Families

– Factored Exponential Families

• Product Distributions

• Bayesian Networks

– Entropy and Relative Entropy

– Projections

• M-projection

• I-projection

Ch.8 Outline:
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Let 𝒳 be a set of variables. An Exponential Family 

𝑃 over 𝒳 is specified by four components:
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Read Linear Exponential Families in PGM Ch8.2.1 by yourself 
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• Exponential factor family

• Family composition

See examples in PGM Ch8.3.2 



DMLESS IS MORE Data Mining Lab

数据挖掘实验室Entropy and Relative Entropy:

• Definition

• A measure of the amount of “stochasticity” or “noise” in the 

distribution;

• The number of bits needed, on average, to encode instances 

in the distribution.

A low entropy
Distribution mass is on a few 

instances.

A high entropy A more uniform Distribution.
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• Definition

• A measure of distance between two distributions.

• Relative entropy is not symmetric (i.e. 𝐷(𝑃||𝑄) ≠
𝐷(𝑄||𝑃))

• There are more elegant results if the two distributions are 

from the same distribution family (i.e. exponential family). 

Consider a distribution 𝑄 and a distribution 𝑃𝜃 in an 

exponential family defined by 𝜏 and 𝑡. Then
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• Motivation

Finding the distribution, within a given exponential 
family, that is closest to a given distribution in terms 
of relative entropy.

An orthogonal projection 
of a vector in 𝑅3 .

Finding the closest vector  
on a given subspace.
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• Definition 
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• M-projection 

Finding Q that minimize 

• I-projection 

Finding Q that minimize 

𝑄(𝑥)

−𝑙𝑛𝑄(𝑥)

Smaller value of −𝑙𝑛𝑄 𝑥
are expected to have larger 

weight when computing the 

expectation according to P.

• Higher variance;

• A more comprehensive 

capture of P .

Weight (distribution of P) is known, find 

optimal Q. (consider mixed Gaussian. ) 

P is known, find optimal weight (distribution Q). (consider mixed 

Gaussian. Always give the largest weight to the x with largest P(x).) 

• Lower variance (depending on H);

• Encodes a preference for to 

regions where P(X) is large.
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• M-projection : Although the M-projection attempts to match the 

main mass of P, its high variance is a compromise to ensure that it 

assigns reasonably high density to all regions that are in the support 

of P.

• I-projection:  The first term brings a penalty on small variance. The 

second term, i.e. Q[−ln P(X)], encodes a preference for assigning 

higher density to regions where P(X) is large and very low density 

to regions where P(X) is small.

The M-projection attempts to give all 

assignments reasonably high probability, 

whereas the I-projection attempts to focus 

on high-probability assignments in P 

while maintaining a reasonable entropy.
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M-projection
(maintains the mean)

I-projection
(fails to maintains the mean)
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数据挖掘实验室More About M -- Projection (moment matching):

Theorem 8.6
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数据挖掘实验室More About M -- Projection (moment matching):

• Each parameter corresponds to a distribution, which in turn corresponds to 

a value of the expected statistics. 

• The function 𝒆𝒔𝒔 maps parameters directly to expected statistics. 

• If the expected statistics of P and 𝑸𝜽match, then 𝑄𝜃 is the M-projection of 

𝑃.
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Let s be a vector. If 𝒔 ∈ 𝑖𝑚𝑎𝑔𝑒(𝑒𝑠𝑠) and 𝑒𝑠𝑠 is 

invertible, then 𝑀 − 𝑝𝑟𝑜𝑗𝑒𝑐𝑡(𝒔) = 𝑒𝑠𝑠−1(𝒔).
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Consider the exponential family of Gaussian distributions. Recall 

that the sufficient statistics function for this family is 𝜏 𝑥 =
𝑥, 𝑥2 . Given parameters 𝜽 = 𝜇, 𝜃2 , the expected value of 𝜏 is:

A gentle example:
What is the best Gaussian approximation (in the M-projection
sense) to a non-Gaussian distribution over X?

• For any distribution 𝑃, 𝐸𝑃[𝜏 (𝑋)] must be in the image of this 

function (see exercise 8.4). 

 for any choice of P, we can apply theorem 8.6.

• By inverting the 𝑒𝑠𝑠 function

• By substituting 𝑠1 𝑎𝑛𝑑 𝑠2 𝑤𝑖𝑡ℎ 𝐸𝑃 𝑋 𝑎𝑛𝑑 𝐸𝑃 𝑋2 , Thus, the estimated

parameters are the mean and variance of X according to P, as we would expect.
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Thanks

Q & A?


