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What exactly metric learning is
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What if attributes are related? e.g. students' height and weight  

Matrix W is replaced by a semi-definite matrix M

If  rank(M) is less than d,

TM P P=

( )d rank MP R³Í
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üPrimary challenges

Å maintain M which is a semi -definite in an 
efficient way during theoptimization process.

Å learn a low-rank matrix
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Framework
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The originator  
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Å k-nearest neighbors always belong to the same class 
while examples from different classes are separated by a 
large margin.

k other neighbors with the same labels.

{ }0,  1ijy ÍWe use                         to denote whether two labels are 
same or not. 

We use                         to denote whether two instances are 
target neighbors or not. 

{ }0,  1ijhÍ
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The first part --
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The second part --
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Shown in metric learning way and import slack 
variables
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2 2/R g

maximum marginsmallest sphere 

Notice that
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A framework of combining 
both SVM and ML



DM
LESS IS MORE Data Mining Lab

ᾎὊ Ḫ Ḯ

ü

T T

,

T

min  w max(0, (w ) 1)

max(0,1 (w ))

i iiw b

i ii

w y x b

C y x b

l+ + -

+ - +

ä

ä

We can classify instances and get a good distance 
function meanwhile.
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üGoal

ÅMinimizing the differential relative entropy between 
two multivariate Gaussiansunder constraints to get a 
proper distance function.

Davis et al. (2007)

Constraints in this paper:

( , )A i jd x x u¢
Similar points

( , )A i jd x x l²
Dissimilar points

We use covariance matrix
as target  
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Now we need a tool to measure the difference of two 
distance functions(i.e. Mahalanobis matrix)

1 1
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2
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Z
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The tool—
relative entropy between their corresponding multivariate Gaussians
which have equal mean:
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Cost function
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can be replaced by
arbitrary linear constraints

As a convex optimization problem (Davis & Dhillon, 2006)

The LogDet divergence

1 1

0 0 0( ),   ) ( ) (dD A A tr AA log det AA n- -= - -
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Import slack variables 

where c(i,j) denotes the index of constraints
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Advantages

Åa wide variety of constraints and can optionally 
incorporate a prior on the distance function

Åno eigenvalue computations or semi-definite
programming are required
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Results



ISD
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üGoal

Åpropagating and adapting metrics of individual labeled 
examples to individual unlabeled instances.

Zhan et al.(2009)

Label propagation

A graph defined over both labeled and unlabeled instances is 
provided, and the labels are then propagated from labeled 
instances to unlabeled ones across the graph.

Assumption

Similar instances share similar properties, the distribution of 
the instance specific distance functions should be smooth 
within a local area.
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Cost function
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where ( )i jD x ( ) ( )T T

i i j i jw x x x x= - -

i iS is similar set of x

()l is a loss function

Ĕ { 1,1}ijy Í -

is where metric propagation worksW
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ISD with L1 -loss

Ĕ Ĕ( , ( )) max(0, ( ( ) ))ij i j ij i jl y D x y D x h= -

ISD with L2 -loss
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The metric propagation
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If weight(i.e. Eij) is bigger,two points are more similar,their
Distance function must be more similar.Otherwise is the same. 
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